
Grégoire Mialon - Paris NLP Meetup S.5#3
04/02/21



● A national research 
institute.

● We work on machine 
learning, cryptography, 
quantum computing, 
cognitive science…

● Well-funded, with some of 
the best researchers in 
machine learning.



● A national research 
institute.

● We work on machine 
learning, cryptography, 
quantum computing, 
cognitive science…

● Well-funded, with some of 
the best researchers in 
machine learning.

● Collaborations with 
start-ups and public 
organizations.



● Me: not a NLP researcher, although I did some prior to my PhD.
● My PhD: learning competitive models when labeled data is scarce.
● How? Integrating priors adapted to the data.
● Pre-trained (Transformer) models: outperform this approach in various 

domains. “The bitter lesson of machine learning” (Richard Sutton, 2019). 
● In this talk, NLP “=” Transformer pre-trained language models.

 



I - What happened to NLP?

● 2018: the ImageNet moment of NLP.
○ Transformer (Vaswani et al., 2017).
○ BERT (Devlin et al., 2019).

●
○

○



● 2018: the ImageNet moment of NLP.

○ Transformers scale better than LSTMs when its comes to bigger models (Kaplan et al., 
2020).



● Consequences

○ NLP is much more accessible than ever.
■ Models: CamemBERT (Martin et al., 2020), FlauBERT, (Le et al., 2020)
■ Open source building blocks: transformers, (Wolf et al., 2019), spaCy ~2017.
■ BERTology, GPT-2 & 3.

○ The gap between academia and organizations such as FAANGs grows bigger. 
■ GPT-3 ~$4.6 Million? Still behind an API.
■ Few papers studying GPT-3 for now, through the API only. None at ICLR: 

transparency issue.



● Transformers scaling follows a power law without plateauing, yet (Kaplan et al., 2020).
 

● What if we trained a Transformer “language” model on other types of data?



● Language models out of NLP: the 
bioinformatics case.

○ Proteins are sequences of amino acids.

Nucleotide triplet
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● Language models out of NLP: the 
bioinformatics case.

○ Proteins are sequences of amino acids.

○ Transformer based language models can therefore be 
trained by masking some amino acids!

Nucleotide triplet
Amino acid



● Language models out of NLP: the 
bioinformatics case.

○ (Rives et al., 2019), 250 M sequences, 
BERT-like architecture.

○ One important task: fold prediction.



● Language models out of NLP: the 
bioinformatics case.

○ (Rives et al., 2019), 250 M sequences, BERT-like 
architecture.

○ One important task: fold prediction.
○ Outperforming current models (Mialon et al., 2021), 

AlphaFold2?



II - How Transformers and self-supervised learning are 
influencing machine learning

● Transformers also work with 
labels: the computer vision 
case.

○ Training data: JFT: 300M 
labeled images whereas 
ImageNet is 15M.

○ ViT (Dosovitskyi et al., 
2021). 

○ Outperforms 
competitive CNNs 
(ResNet) trained on the 
same huge amount of 
data.



II - How Transformers and self-supervised learning are 
influencing machine learning

● But, will labels always be needed?
○ SwAV (Caron et al., 2020), BYOL (Grill et al., 2020) for 

learning visual features without labels.
○ Building on the idea of contrastive learning.
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● Energy efficiency of language models.

○ Strubell et al., 2019.
○ Be wary about the numbers (energy mix, hardware, 

implementation, etc.).

● However:
○ Many will want to train their own model.
○ What if we train Transformers on images or 

videos?
GPT-3 data: 570GB. JFT300M: 45TB? Existing open 
video datasets ~1-10 TB.

○ What about the cost of deploying these models in 
real products?



● Robustness of  language models: “all the bad things 
that can happen when the model is deployed”.

○ Learned data sets (Carlini et al., 2020).



● Robustness of language models.
○ Learned data sets (Carlini et 

al., 2020).
○ Bias, offensive content 

(Kurita et al., 2019, Bender 
et al., 2021).

○ Inconsistency (Elazar et al., 
2021).

● And also many other challenges 
more specific to Transformers.



● In the short/middle term, we can expect success of Transformers in new domains of 
machine learning.

● But machine learning is still far from being solved.
● Some organizations exhibit secretive behaviors when it comes to releasing their 

models. But one of the reason for the recent success of machine learning is its open 
source culture.

“In computing, the phenomenon when certain algorithms win not because they are 
ideally suited to solve certain problems, but because they run well on the existing 
hardware is called Hardware Lottery (Hooker, 2020) - and this is the case with 
Transformers running on GPUs”. - Michael Bronstein. Three years ago, Transformers 
were barely used: let’s keep an open mind!



Thank you!








